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Agenda

ÅMotivation

ÅProblem space

ÅScenarios

ÅMachine learning for detecting emergent behavior

ÅNext steps

This project is a work in progress!
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Large Teams of Small UAVs 
Autonomous Swarm of 50 UAVs, Demonstrated on August 27, 2015 at Camp Roberts
A team of faculty and researchers at the Naval Postgraduate School (NPS) is setting what are believed to 
be world records in the realm of unmanned aerial vehicles (UAVs). NPSΩ UAVs were successfully launched 
and flown autonomously using ARSENL-developed swarm operator interfaces. The UAVs performed basic 
leader-follower cooperative behaviors, exchanging information amongst themselves via wireless links.
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Increased Autonomy

Å DARPA Collaborative Operation in Denied Environments
Å Accommodate large uncertainty and dynamic changes (due, for example, to 

team attrition, sudden jamming, or appearance or disappearance of threats)
Å AFRL Resilient Autonomous Systems
Å The two most important features are to demonstrate the intelligent planning 

(re-planning) and learningbehavior of agents in denied environments 
(A2AD) in response to an intelligent adversary.

Agents Collections Red Force 

Capability

Operating Space

10 Blue; 10 Red agents100's No adaptation 1 Mi2

20 Blue; 20 Red agents100's Adaptation 1 Mi2

50 Blue; 50 Red agents1000's No adaptation 10 Mi2

>100 total agents 1000's Adaptation 10 Mi2
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Motivation

Å Future use of cooperating teams of small unmanned aerial systems (UAS) instead 
of a single or a few large expensive UASs. 

Å Anticipate UASs with increased autonomy and learning capabilities for effective 
operation in a limited communications environment. 

Å This presents a major new challenge for test, evaluation, verification, and 
validation:
Å Interactionsleading to unanticipated and possibly undesirable emergent 

behavior
Å Shift from engineeringperspective to complex adaptive systems perspective (e.g., 

biology) 
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AFRL Trusted Autonomy and Verification and Validation (V&V)

Å 2015 focus area for Machine Intelligence for Mission Focused Autonomy 
(MIMFA) Program

Å Confederations of autonomous agents in complex, dynamic environment 
(such as a group of heterogeneous UAVs performing an ISR mission) - can 
be expected to manifest emergent behaviors unpredictedby their 
designers.

Å 3 topic areas related to Unexpected/Emergent Behavior
ï Detection
ï Control
ï Prediction

Å A possible approach is the adoption of an extensive domain-specific 
emergent-behavior taxonomy detailing unique behaviors seen in complex 
systems

Å Because many envisioned multi-agent systems are decentralized, loosely-
coupled federations, emergent behavior detection logic should require as 
few agents and as little communication as possible.  
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ÅDefine the problem space for undesirable emergent 
behavior in DoD systems of autonomous systems
ïDevelop an ontology of behaviors

ÅDefine C4ISR missions and scenarios 

ÅDevelop machine learning techniques to detect 
undesirable emergent behavior

ÅDevelop control policies to return to normal operation  

ÅBuild proof of concept simulations

ÅEvaluate techniques 
ïcomplexity analysis

Trusted Autonomy Project
Northeastern University and Lockheed Martin  
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The Problem Space

ÅWhat is emergence?
Å Centralized vs. decentralized control and monitoring
Å Detecting behaviorfrom observations of motion
Å Develop an ontology of undesirable emergent behavior
Å Analytical approach
Å Experimental approach 
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Flocks and Formations 

Å Alignment - agents align their heading with their neighbors
Å Cohesion ςagents steer towards a group of neighbors
Å Separation ςagents steer away from their neighbors if they get too close
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O'Toole, E., Nallur, V., & Clarke, S. (2014, September). Towards DecentralisedDetection of Emergence in Complex Adaptive Systems. In Self-Adaptive and Self-
Organizing Systems (SASO), 2014 IEEE Eighth International Conference on (pp. 60-69). IEEE.
Emmeche, Claus, Simo Køppeand Frederik StjernfeltΦ ά9ȄǇƭŀƛƴƛƴƎ ŜƳŜǊƎŜƴŎŜΥ towards an ontology ƻŦ ƭŜǾŜƭǎΦέ WƻǳǊƴŀƭ ŦƻǊ ƎŜƴŜǊŀƭ ǇƘƛƭƻǎƻǇƘȅ ƻŦ ǎŎƛŜƴŎŜ нуΦм 
(1997):83-117

What is Emergence? 
Å No universally accepted definition of emergence exists
Å ά¢ƘŜǊŜ is a large body of literature that attempts to define and characterize emergence in varied domains 

such as social sciencesΣ ǇƘƛƭƻǎƻǇƘȅ ŀƴŘ ŎƻƳǇǳǘŀǘƛƻƴŀƭ ǎŎƛŜƴŎŜΦέ όhΩ¢ƻƻƭŜ Ŝǘ ŀƭΣ нлмп)

ï We are focusing on emergence in computational science

Å ά9ƳŜǊƎŜƴŎŜ can only occur in systems composed of autonomous parts, agents, who interact in dynamic, 
non-deterministicways. These systems are composed such that it is possible to talk about them at two 
levels; the level of the individual agents (micro) and the level of the global system (macro). Emergence 
occurs when interactions at the micro level result in properties or behavior at the macro level becoming 
observable, and these behaviors are novelwith respect to the individual agentsΦέ όhΩ¢ƻƻƭŜ Ŝǘ ŀƭΣ нлмпύ

Å Macro and micro levels

ï άǘƘŜ fact that it is impossible to 
interpret a lower level explanation 
without using some higher level 
concepts to identify what is going 
onέ όEmmeche1997)
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What is Emergence? 

Fromm, J. (2005). Types and forms of emergence. arXivpreprint nlin/0506028.

Type of Emergence Feedback Between
Macro and Micro Levels

Description Examples

Simple intentional none intentional design, 
planned interaction

machines,software 
systems

Simple unintentional none average properties of 
simpleparticles
interacting 

thermodynamics, 
avalanches,wave-fronts

Weak stable top-down negative 
(constraining)

coordinated patterns of 
movement due to local 
interactions

bird flocks, schoolsof 
fish, ant foraging, self 
organization

Weak unstable top-down positive 
(amplifying)

cascade effects stock market bubble, fad, 
viral news

Activator-inhibitor 
systems

short term positive,long 
term negative

pattern formation stripes, spots, cellular
automata

Complex adaptive 
systems

multiple feedbacks and 
many constraint 
generating processes

abrupt increasesin 
complexity

ecosystems, social and 
scientific revolutions

Strong multiple feedbacks in 3
or more levels

very large jump in 
complexity, major 
evolutionary transition

emergence of lifeand 
culture 

DISTRIBUTION STATEMENT A : Approved for Public Release, AFRL Case No 88ABW-2016-3387 © 2016 Lockheed Martin Corporation. 
All Rights Reserved



O'Toole, E., Nallur, V., & Clarke, S. (2014, September). Towards DecentralisedDetection of Emergence in Complex Adaptive Systems. In Self-Adaptive and Self-
Organizing Systems (SASO), 2014 IEEE Eighth International Conference on (pp. 60-69). IEEE. 
Fard, F. H., & Far, B. H. (2014). On the Usage of Network Visualization for MultiagentSystem Verification. In Online Social Media Analysis and Visualization (pp. 
201-228). Springer International Publishing.

Recent Position όhΩ¢ƻƻƭŜ Ŝǘ ŀƭΣ нлмпύ 

Å ά9ƳŜǊƎŜƴŎŜ ƛǎ inherently ǳƴǇǊŜŘƛŎǘŀōƭŜέ

ï Given agent behavior and environment predict an unknown (never seen 
before) emergent behavior ςprobably not

ï Given characteristic patterns predict a known (seen before) emergent 
behavior ςprobably yes 

Å άLǘ ƛǎ ƛƳǇƻǎǎƛōƭŜ ǘƻ predictemergence at ŘŜǎƛƎƴ ǘƛƳŜέ

ïά¸ƻǳ Ŏŀƴ ƻƴƭȅ detectemergence at Ǌǳƴ ǘƛƳŜέ

ï Does this mean that unexpected behavior of agents and implied scenarios like 
those discussed by (Fardand Far 2014) are just design flaws and NOT 
emergent behaviors?

Å ά!ǇǇǊƻŀŎƘŜǎ ǘƘŀǘ ŘŜǇŜƴŘ on a centralized system monitor with access to global 
system state information is not possible in systems that are distributed and 
composed entirely of decentralized autonomous ŀƎŜƴǘǎέ

Å ά/ǳǊǊŜƴǘ ŘŜǘŜŎǘƛƻƴ ŀǇǇǊƻŀŎƘŜǎ ŀǊŜ ƳƻŘŜƭ όŎƻƴǘǊƻƭ ŀƭƎƻǊƛǘƘƳύ ŘŜǇŜƴŘŜƴǘέ

ï is there any hope for a model independent approach?
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Centralized vs. Decentralized

DelleFave, F. M., Rogers, A., Xu, Z., Sukkarieh, S., & Jennings, N. R. (2012). Deploying the max-sum algorithm for decentralised
coordination and task allocation of unmanned aerial vehicles for live aerial imagery collection. In Robotics and Automation (ICRA), 2012 
IEEE International Conference on (pp. 469-476). IEEE.
Greene, K., & Hofmann, M. O. (2006). Coordinating Busy Agents Using a Hybrid Clustering-Auction Approach. In AAAI Workshop, Auction 
Mechanisms for Robot Coordination.
Tsitsiklis, J. N., & Xu, K. (2011). On the power of (even a little) centralization in distributed processing. ACM SIGMETRICS Performance 
Evaluation Review, 39(1), 121-132.

Å What assumptions should we make about control algorithms and monitoring?
Å implications for selecting scenarios and the ontology for undesirable EBs

Å How much communication between UAVs and central control?
Å No communications ςUAV has initial commanders intent then reacts autonomously to 

new situations
Å Full communications ςoperator sends revised plan or confirms autonomous reactions 

to new situations
Å How much communication between UAVs and central monitoring?

Å No communications ςneed a separate set of ISR UAVs to monitor blue force UAVs?
Å Full communications - monitor receives UAV location and internal status messages

Å How much communication between local UAVs?
Å No communications - depend on sensing nearby UAVs
Å Full communications ςenables coordination and dynamic task allocation

DISTRIBUTION STATEMENT A : Approved for Public Release, AFRL Case No 88ABW-2016-3387 © 2016 Lockheed Martin Corporation. 
All Rights Reserved



centralized control
centralized monitoring

decentralized control
decentralized monitoring

decentralized control
centralized monitoring

dynamically adapting to environment

Centralized vs. Decentralized

Å Our current assumption:
Å UAV control and monitoring will leverage information as much as possible 

from available communication
Å Fall back to fully decentralized when necessary

partially decentralized control
(e.g., local group auctions)
centralized monitoring
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Making Inferences from Observable Behavior

Å Inferences about observable motion behavior with state machines and ontologies has 
been used for human activity monitoring (Fernández-Caballero et. al. 2012)

Å An analogous approach can be used for UAV activity monitoring
Å see DelleFaveet. al. 2012 for example observations

Å Behavior observations can come from trajectory data sent via messages or from sensors

Fernández-Caballero, A., Castillo, J. C., & Rodríguez-Sánchez, J. M. (2012). Human activity monitoring by local and global finite state machines. Expert Systems 
with Applications, 39(8), 6982-6993.

DelleFave, F. M., Rogers, A., Xu, Z., Sukkarieh, S., & Jennings, N. R. (2012). Deploying the max-sum algorithm for decentralisedcoordination and task allocation 
of unmanned aerial vehicles for live aerial imagery collection. In Robotics and Automation (ICRA), 2012 IEEE International Conference on (pp. 469-476). IEEE.
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Developing an ontology of undesirable emergent behavior

Publications of EB 
taxonomies and examples

ontology of undesirable emergent behavior 

categories (classes) of EBobservable
behavior

ontology of undesirable emergent behavior 

categories (classes) of EBobservable
behavior

Selected 
scenarios
and control 
algorithms

Simulations
(explore parameter space)

Analytical 

Experimental
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Å Simple taxonomy of emergent misbehavior

ï Thrashing ςcost of switching dominates useful work

ï Unwanted synchronization ςunanticipated situation where all agents do the same 
thing at the same time

ï Unwanted oscillation or periodicity- inefficient cycling between tasks

ï Deadlock - stuck due to circular dependencies

ï Resource starving ςdue to priority anomaly

ï Phase change - major change in behavior for many agents

ï Chaotic behavior - random behavior

Å These are NOT emergent behavior:

ï Single component bugs that break the whole system

ï Inherently inefficient algorithms

ï Insufficient resources

Analytical Approach

Mogul, Jeffrey C. "Emergent (mis) behavior vs. complex software systems." ACM SIGOPS Operating Systems Review (2006)
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Undesirable
Emergent behaviors

Unwanted oscillation/periodicity

Unwanted synchronization

Thrashing

Deadlock

Resource starving

Phase change

/ƘŀƻǘƛŎ ōŜƘŀǾƛƻǊΧ

Analytical Approach

Observable Sequences
of behavior (event traces)

sequence 1

sequence 2

sŜǉǳŜƴŎŜ оΧ

Observable Elements 
of behavior

move towards target (MTT)

move away from target (MAT)

move towards other UAV (MTU)

move away from other UAV (MAU)

move with other UAV (MWU)

hover (stay in a fixed position above the 
ground)(H)

lƻƛǘŜǊ ƛƴ ŀ ŎƛǊŎƭŜ ŀǊƻǳƴŘ ŀ ǿŀȅǇƻƛƴǘ ό[ύΧ

Å Link classes of undesirable behaviors with observable sequences of behavior
Å Observations derived from UAV position messages or ISR of friendly blue force UAVs 

Å Link observable sequences of behavior with observable elements of behavior
Å Link observable elements of behavior with movement directions

Movement
directions

E
NE
N
NW
W
SW
S
SE
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Experimental Approach

Å Choose control algorithms that are likely to be used in practice
Å For each control algorithm run simulations to look for parameters that 

cause undesirable emergent behaviors. 
Å Alternatively we could ƭŜŀǊƴ άƴƻǊƳŀƭέ patterns and recognize άŀƴƻƳŀƭƛŜǎέ
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Experimental Approach

Loscri, V., Natalizio, E., & Mitton, N. (2014, April). Performance evaluation of novel distributed coverage techniques for swarms of flying 
robots. In Wireless Communications and Networking Conference (WCNC), 2014 IEEE (pp. 3278-3283). IEEE 

Palmer, D., Kirschenbaum, M., Murton, J., Zajac, K., Kovacina, M., & Vaidyanathan, R. (2003, October). Decentralized cooperative auction 
for multiple agent task allocation using synchronized random number generators. In Intelligent Robots and Systems, 2003.(IROS2003). 
Proceedings. 2003 IEEE/RSJ International Conference on (Vol. 2, pp. 1963-1968). IEEE.

Hellstern, G., Wilson, R., & Harris, F. (2012). Adaptive motion planning approaches for small UAV flight. In Proceedings of Infotech@ 
Aerospace Conference.

ÅExamples of undesirable emergent behavior found by simulations:
Å άLƴ this campaign, we fix the number of devices and let the coverage threshold 

vary between 0.5 and 0.9. The coverage threshold is a parameter that comes from 
the probabilistic approach used to characterize the coverage of a point in the field. 
An increase of the coverage threshold for a same number of devices means, in 
general, a lower probability to consider the point as covered. Thus, the following 
diagrams present some peculiarities which are not easy to analyze and commentΦέ 
(Loscriet. al. 2014)

Å Palmer et. al. 2003 describes a pathological auction behavior where performance 
degrades to random in the situation where άŀƭƭ the agents have exactly the same 
ordering for all their choices but the agents are not co-ƭƻŎŀǘŜŘΦέ

Å Hellstern et. al. 2012 report incidents of thrashing where members of a flock 
άŎƘŀƴƎŜ their position within the ŦƻǊƳŀǘƛƻƴέ  

Please contact me if you know of any other good examples.
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Å Learning άƴƻǊƳŀƭέ ǇŀǘǘŜǊƴǎ ŀƴŘ ǊŜŎƻƎƴƛȊƛƴƎ άŀƴƻƳŀƭƛŜǎέ

ï Olinerand Aiken 2011 used a data analytics approach to detect when the 
system first strays into a pattern of behavior that is known to likely lead to 
severe problems or a crash 

Å¢ƘŜǊŜ ƛǎ ƴƻ ǎƛƴƎƭŜ άŎƻǊǊŜŎǘέ ŀƴƻƳŀƭȅ ǎƛƎƴŀƭ

ï NumentaHierarchical Temporal Memory has been used to detect anomalies in 
different forms of streaming data (Hole 2016)

Adam J. Oliner, Alex Aiken, "Online detection of multi-component interactions in production systems",2011, 43rd Annual IEEE/IFIP 
International Conference on Dependable Systems and Networks (DSN)

Hole, K. J. (2016). Anomaly Detection with HTM. In Anti-fragile ICT Systems (pp. 125-132). Springer International Publishing.

Experimental Approach
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How Does All This Fit Together?

Ontology of undesirable
emergent behavior patterns
(model derived analytically)

behavior observables:
Å motion/trajectories
Å internal plans/status

Data analytics
and inference

Known good 
behavior pattern

Known bad 
behavior pattern

Unknown 
behavior pattern

Model learned from
data from simulations 
and previous missions
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Scenarios
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Strategy for Defining Scenarios

Å Very large number of missions
Å Focus on smaller number of common tasks instead of missions

Å Common tasks based on motion behavior
Å oŦǘŜƴ ƛƴŘŜǇŜƴŘŜƴǘ ƻŦ ǘƘŜ ǘȅǇŜ ƻŦ ǘŀǊƎŜǘ όŜΦƎΦΣ ǇŜǊǎƻƴƴŜƭ ǘƘŀǘ ƴŜŜŘ ǘƻ ōŜ ǊŜǎŎǳŜŘΧύ  
Å A mission consists of 1 or more common tasks

Å Each common task has many published control algorithms
Å Control algorithms appear to be associated with 1 or more specific types of undesirable 

emergent behaviors - Why? 
Å because control algorithms usually define interactions between UAVs and interactions 

are associated with emergent behaviors(this hypothesis needs more support)
Å route generation and task allocationinvolve distinct forms of interaction 

Å scenarios= common task + control algorithm
Å focus on common tasks that are highly relevant to ISR 
Å focus on complex, hybrid and decentralized control algorithms for multiple UAVs 

because they are more likely to lead to emergent behavior
Å sample algorithms with different levels of interaction
Å sample algorithms for rotary wing and fixed wing UAVs 
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Missions

Counter anti-satellite weapons

Suppression of enemy air defenses

Chemical plume detection

Anti-surface warfare

tǊƻǘŜŎǘ ŀ ŎƻƴǾƻȅΧ

Common Tasks

search

persistent surveillance
(repeated search)

track ground target

dynamic task allocation

route surveillance

rendezvous

formation flight

ŎƻƳƳǳƴƛŎŀǘƛƻƴ ǊŜƭŀȅΧ

Control Algorithms

pre-determined patterns

particle swarm optimization

multi-agent reactive policy

combinatorial auction

IǳƴƎŀǊƛŀƴ ŀƭƎƻǊƛǘƘƳΧ

Undesirable
Emergent behaviors

Unwanted oscillation/periodicity

Unwanted synchronization

Thrashing

Deadlock

Resource starving

Phase change

/ƘŀƻǘƛŎ ōŜƘŀǾƛƻǊΧ

Common Tasks
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UAV Interaction Hypothesis

No interaction simple messages
(e.g., location)

collision
avoidance

UAV observes
behavior
of other UAVs

complex coordination messages 
(e.g., trajectories, internal status)

Increased route generation interaction leads to increased probability of emergent behavior

auction with 
machine learning 

simple 
auction

complex 
auction

operator 
task assignment

Increased task assignment interaction leads to increased probability of emergent behavior
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Å Search consists of two or more 
UAVs moving around an area 
looking for targets in one pass. 

Å Ladder patterns are simple 
search algorithms that can be 
tuned based on prior knowledge 
of target location (Pitreet.al 
2012). 

Å centralized planning 
Å decentralized collision avoidance
Å The figure on the right shows an 

example of what the paths may 
look like. 

Scenario 1: Search with Ladder Patterns

Pitre, R. R., Li, X. R., & Delbalzo, R. (2012). UAV route planning for joint search and track missionsτAn information-value approach. Aerospace and Electronic 
Systems, IEEE Transactions on, 48(3), 2551-2565.
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Å Cooperative hunting is a hybrid 
pattern based algorithm for 
search(McCune and Madey, 2013)
Å Currently centralized but 

future versions could be 
decentralized

1. UAV sentries are assigned to 
partition the search area. 

2. partitions are searched with 
either a SWEEP pattern or a 
Parallel Path Search pattern. 

Scenario 2: Search with the Cooperative Hunting Algorithm

McCune, R. R., & Madey, G. R. (2013, April). Agent-based simulation of cooperative hunting with UAVs. In Proceedings of the Agent-Directed Simulation 
Symposium (p. 8). Society for Computer Simulation International
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