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Intelligent UAVs

ÅMany applications

ï/ƻƳƳŜǊŎƛŀƭΣ ƳƛƭƛǘŀǊȅΣ ǇƻƭƛŎŜΣΧ

ï$10B in 3 years*
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http://abarry.org/

(*) http://gizmodo.com/some-good-things-drones-can-actually-do-1475717696

Amazon prime airFollow me

Search & rescuesurveillance

http://gizmodo.com/some-good-things-drones-can-actually-do-1475717696


Intelligent UAVs

ÅPowerful computer hardware

ïMulticore SoC, GPU

ÅHigh performance, Low cost, size,
weight, and power

ÅPowerful software framework

ïLinux, middleware, libraries

ÅProductivity, ease of development

ïLike a PC
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Safety Challenges
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http://rochester.nydatabases.com/map/domestic-drone-accidents

http://petapixel.com/2015/12/23/crashing-camera-dro
ne-narrowly-misses-top-skiier/

http://www.nytimes.com/2015/01/28/us/white-h
ouse-drone.html



Safety Challenges

UAVs are safety critical systems
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Sources of Failures

ÅSensors

ÅAirframe

ÅActuators

ÅOnboard computing platform
ïSoftware

ïHardware
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Safety Challenges: Software

ÅIncreasing complexity
ïE.g., Linux: > 15M SLOC

ÅConcurrency
ïMultithreading is hard
ÅRace condition. Order violation 

ÅTiming unpredictability
ïShared resource contention affects timing
Å>21X  slowdown on a cache partitioned multicore (*)
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https://www.quora.com/How - many- lines- of - code - are- in- the- Linux- kernel

(*) Prathap Kumar Valsan, Heechul Yun, Farzad Farshchi. Taming Non-blocking Caches to Improve Isolation in Multicore Real-Time Systems.IEEE Intl. Conf
erence on Real-Time and Embedded Technology and Applications Symposium (RTAS), IEEE, 2016.. Best Paper Award
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ÅConcurrency
ïMultithreading is hard
ÅRace condition. Order violation 
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Č Software bugs are hard to weed out
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Safety Challenges: Hardware

Å Hardware bugs

ïPentium floating point bug (FDIV bug)

ï Intel CPU bugs in 2015: http://danluu.com/cpu-bugs/
ÅάCertain Combinations of AVX LƴǎǘǊǳŎǘƛƻƴǎ aŀȅ /ŀǳǎŜ ¦ƴǇǊŜŘƛŎǘŀōƭŜ {ȅǎǘŜƳ .ŜƘŀǾƛƻǊέ

ÅάtǊƻŎŜǎǎƻǊ aŀȅ 9ȄǇŜǊƛŜƴŎŜ ŀ {ǇǳǊƛƻǳǎ [[/-Related Machine Check During Periods of 
IƛƎƘ !ŎǘƛǾƛǘȅέ

ÅΧ

Å Transient hardware faults (soft errors)

ïSingle event upset (SEU) in SRAM, logic
ÅDue to alpha particle, cosmic radiation

ïManifested as software failures
ÅCrashes, wrong output: silent data corruption

ïBigger problem in advanced CPU
Å Increased density, freqĄ higher soft error
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http://www.cotsjournalonline.com/articles/view/102279

http://danluu.com/cpu-bugs/


Safety Challenges: Hardware

ÅSRAM SER vs. technology scaling
ïPer-bit SER decreases
ïPer-chip SER increases (due to higher density)
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IbeŜǘ ŀƭΦΣ ά{ŎŀƭƛƴƎ Effects on Neutron-Induced Soft Error in SRAMs Down to 22nm tǊƻŎŜǎǎέ όIƛǘŀŎƘƛύ



Safety Challenges: Hardware

ÅSRAM SER vs. technology scaling
ïPer-bit SER decreases
ïPer-chip SER increases (due to higher density)

Č Complex hardware is buggy and less reliable
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How to Improve Safety of a System?

ÅCorrect by design

ïFormal method based software development

ÅDifficult for a complex system

ïRadiation hardened processors

ÅExpensive and low performance

ÅDeal with failures

ïRun-time monitoring and redundancy
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Outline

ÅMotivation

ÅUAV Simplex Architecture

ÅPrototype and Case Study
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Simplex Architecture(*)

ÅProtect an untrusted complex controller with a 
trusted backup controller
ÅGeneral architectural principal

11
(*) L. Sha, Using Simplicity to Control Complexity, IEEE Software, 2001
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UAV Simplex Architecture

ÅIdea: use two hardware/software platforms with 
distinct performance and reliability 
characteristics to realize Simplex
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Two Platforms

Å High Assurance (HA) Platform
ïSimple hardware and software for verification andreliability
ïHardware: low frequency and density to reduce SEUs
ïSoftware: certifiable, simple, low SLOC

Å High Performance (HP) Platform
ïComplex hardware and software for performance
ïHardware: performance oriented multicore, multi-gigahz, gpu
ïSoftware: productivity oriented software framework, millions SLOC
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Outline

ÅMotivation

ÅUAV Simplex Architecture

ÅPrototypes and Case Study
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Prototype Avionics

ÅAFS: our custom built avionics

ïArduino based custom DAQ

ÅBasic sensors: IMU, GPS

ïNvidiaTegraTK1 

Å4 x ARM cores + 192 GPU cores

ÅAdvanced sensors: camera, radar

ÅUAVs with the AFS

ïApplied to four UAVs in Dr. YŜǎƘƳƛǊƛΩǎ
lab in KU Aerospace Engineering

ïFixed wing (DG 808, G1XD, G1XB) and a Quadcopter
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